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#### Abstract

The formulation and implementation of higher-order accurate temporal schemes for dynamic unstructured mesh problems which satisfy the discrete conservation law are presented. The general approach consists of writing the spatiallydiscretized equations for an arbitrary-Lagrange-Eulerian system (ALE) as a non-homogeneous coupled set of ODE's where the dependent variables consist of the product of the flow variables with the control volume. Standard application of backwards difference (BDF) and implicit Runge-Kutta (IRK) schemes to these ODE's, when grid coordinates and velocities are known smooth functions of time, results in the design temporal accuracy of these schemes. However, in general, these schemes do not satisfy the GCL and are therefore not conservative. Using a suitable approximation of the grid velocities evaluated at the locations in time prescribed by the specific ODE time integrator, a GCL compliant scheme can be constructed which retains the design temporal accuracy of the underlying ODE time integrator. This constitutes a practical approach, since the grid velocities are seldom known as continuous functions in time. Numerical examples demonstrating design accuracy and conservation are given for one, two, and three-dimensional inviscid flow problems. © 2005 Elsevier Inc. All rights reserved.
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## 1. Introduction

High fidelity time-accurate fluid flow simulations are becoming increasingly important as practitioners seek to model more complex physical problems, and computational costs continue to decrease. However, timeaccurate computational fluid dynamic (CFD) problems remain several orders of magnitude more expensive than equivalent steady-state problems, thus prompting the search for more efficient and accurate algorithms.

For problems with appreciable separation in time and spatial scales, such as unsteady aerodynamics, aeroelastics, and other moving body problems, where the time scale of the body motion is far removed from the characteristic fluid time scales, implicit time-integration schemes are required for practical solution methods. In many cases, this is achieved using operator splitting algorithms or backwards-difference schemes

[^0][ $8,15,21,16]$. While the vast majority of time-accurate implementations rely on schemes which are second-order accurate in time, recent work has shown the benefits of using higher-order time-integration strategies, such as third-order backwards difference schemes or up to fourth-order implicit Runge-Kutta schemes [10,2,9]. Higherorder time-integration schemes achieve equivalent accuracy, while using larger time steps, which results in fewer function evaluations (i.e., residual evaluations and implicit system solutions) for a given level of accuracy. While the benefits of higher-order time-integration schemes increase for higher accuracy tolerances, these methods have been shown to be effective at reducing overall solution time even for relatively low error tolerances typical of engineering type calculations [2,9].

However, the majority of the work on high-order time accuracy has been performed for cases involving static grids. There exists a large class of problems involving relative body motion, such as aeroelastics, which require the use of dynamically deforming computational meshes. The objective of this paper is to extend the formulation of high-order time-accurate methods devised for static mesh applications to dynamic mesh problems, using unstructured ALE type meshes for geometric flexibility. Previous work has shown the importance of respecting the discrete conservation law (GCL) for structured and unstructured dynamic mesh problems. Briefly stated, the GCL corresponds to the statement that no disturbances should be introduced by any arbitrary mesh motion for a uniform flow.

The original statement of the GCL dates back to [20] for structured meshes. The GCL has been discussed in the context of aeroelastic problems for structured grids [6], and unstructured grids [24,18,21,14,12,7,5], and has been formulated for higher-order accurate spatial schemes on structured meshes as well [22]. For aeroelastic problems, severe degradation in overall simulation accuracy has been shown when the GCL is not respected, which may result in erroneous flutter boundary predictions [12]. Thus, the correlation of the GCL with time accuracy has been implied in most previous studies, although until recently [5], a quantitative study of the GCL on time accuracy had not been performed. For example, increased solution accuracy has been demonstrated by respecting the GCL on unstructured meshes in [12], and for high-order spatial schemes on structured meshes in [22], but in neither case is the design accuracy of the temporal scheme demonstrated either analytically, or through a time-step refinement study.

A notable contribution was the proof that respecting the GCL is a sufficient condition for achieving firstorder temporal accuracy [7]. More recently, a precise derivation of the time accuracy of various GCL-compliant and non-compliant schemes has been performed in [5]. This study has shown, perhaps surprisingly, that respecting the GCL is not a necessary condition for achieving the design temporal accuracy of the underlying time-integration scheme. Furthermore, while respecting the GCL remains a sufficient condition for achieving first-order temporal accuracy, it is not a sufficient condition for obtaining the design accuracy of the underlying time-integration scheme (when the latter is higher than one) [5]. On the other hand, it has also been shown that respecting the GCL is a necessary and sufficient condition for preserving the non-linear stability of the underlying time-integration scheme [4]. This provides a strong incentive for constructing time-integration schemes which respect the GCL.

In order to devise higher-order time-accurate schemes for dynamic meshes, the interplay between the GCL and the time accuracy of the resulting scheme must be better understood. In this paper, we will argue that the role of the GCL is not related to time accuracy. Rather, the GCL is a conservation statement, and just as one can construct spatially conservative and non-conservative schemes of any order of accuracy, we will demonstrate both high-order accurate temporal schemes which violate and respect the GCL. In the interest of reducing overall sources of errors and preserving non-linear stability, we then concentrate on the formulation of high-order time-accurate (up to fourth-order) schemes for dynamic meshes which respect the GCL.

## 2. Governing equations in arbitrary-Lagrangian-Eulerian (ALE) form

The Navier-Stokes equations in conservative form can be written as:

$$
\begin{equation*}
\frac{\partial \mathbf{U}}{\partial t}+\nabla \cdot(\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U}))=0 \tag{1}
\end{equation*}
$$

where $\mathbf{U}$ represents the vector of conserved quantities (mass, momentum, and energy), $\mathbf{F}(U)$ represents the convective fluxes and $\mathbf{G}(U)$ represents the viscous fluxes. Integrating over a (moving) control volume $\Omega(t)$, we obtain:

$$
\begin{equation*}
\int_{\Omega(t)} \frac{\partial \mathbf{U}}{\partial t} \mathrm{~d} V+\int_{\partial \Omega(t)}(\mathbf{F}(\mathbf{U}) \cdot \overrightarrow{\mathbf{n}}) \mathbf{d} \mathbf{S}+\int_{\partial \Omega(t)}(\mathbf{G}(\mathbf{U}) \cdot \overrightarrow{\mathbf{n}}) \mathbf{d S}=\mathbf{0} . \tag{2}
\end{equation*}
$$

Using the differential identity

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega(t)} \mathbf{U} \mathrm{d} V=\int_{\Omega(t)} \frac{\partial \mathbf{U}}{\partial t} \mathrm{~d} V+\int_{\partial \Omega(t)} \mathbf{U}(\dot{\mathbf{x}} \cdot \overrightarrow{\mathbf{n}}) \mathbf{d} \mathbf{S} \tag{3}
\end{equation*}
$$

where $\dot{\mathbf{x}}$ and $\overrightarrow{\mathbf{n}}$ are the velocity and normal of the interface $\partial \Omega(t)$, respectively, Eq. (2) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega(t)} \mathbf{U} \mathrm{d} V+\int_{\partial \Omega(t)}(\mathbf{F}(\mathbf{U})-\dot{\mathbf{x}} \mathbf{U}) \cdot \overrightarrow{\mathbf{n}} \mathbf{d} \mathbf{S}+\int_{\partial \boldsymbol{\Omega}(\mathbf{t})} \mathbf{G}(\mathbf{U}) \cdot \overrightarrow{\mathbf{n}} \mathbf{d} \mathbf{S}=\mathbf{0} . \tag{4}
\end{equation*}
$$

Considering $\mathbf{U}$ as cell averaged quantities, these equations are discretized in space as:

$$
\begin{equation*}
\frac{\partial}{\partial t}(V \mathbf{U})+\mathbf{R}(\mathbf{U}, \mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t}), \overrightarrow{\mathbf{n}}(\mathbf{t}))+\mathbf{S}(\mathbf{U}, \mathbf{x}(\mathbf{t}), \overrightarrow{\mathbf{n}}(\mathbf{t}))=\mathbf{0} \tag{5}
\end{equation*}
$$

where $\mathbf{R}(\mathbf{U}, \mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t}), \overrightarrow{\mathbf{n}}(\mathbf{t}))=\int_{\partial \boldsymbol{\Omega}(\mathbf{t})}(\mathbf{F}(\mathbf{U})-\dot{\mathbf{x}} \mathbf{U}) \cdot \overrightarrow{\mathbf{n}} \mathbf{d} \mathbf{S}$ represents the discrete convective fluxes in ALE form, $\mathbf{S}(\mathbf{U}, \mathbf{x}(\mathbf{t}), \overrightarrow{\mathbf{n}}(\mathbf{t})$ ) represents the discrete viscous fluxes, and $V$ denotes the control volume. In the discrete form, $\dot{\mathbf{x}}(\mathbf{t})$ and $\overrightarrow{\mathbf{n}}(\mathbf{t})$ now represent the time varying velocities and surface normals of the control volume boundary faces, while $\mathbf{x}(\mathbf{t})$ denotes the mesh point positions. Note that the normals are computed from the mesh point positions, (i.e., $\overrightarrow{\mathbf{n}}(\mathbf{t})=\overrightarrow{\mathbf{n}}(\mathbf{x}(\mathbf{t}))$ ), so that we may drop the $\overrightarrow{\mathbf{n}}(\mathbf{t})$ argument in the operators in the above equation.

## 3. The discrete geometric conservation law (GCL)

The discrete geometric conservation law requires that the state $\mathbf{U}=$ constant be an exact solution of Eq. (5). In this case, we have $S(\mathbf{U}, \mathbf{x})=\mathbf{0}$, since the viscous fluxes are based on gradients of $\mathbf{U}$. Additionally, we have:

$$
\begin{equation*}
\int_{\partial \Omega(t)}(\mathbf{F}(\mathbf{U})-\dot{\mathbf{x}} \mathbf{U}) \cdot \overrightarrow{\mathbf{n}} \mathbf{d} \mathbf{S}=\mathbf{R}(\mathbf{U}, \mathbf{x}, \dot{\mathbf{x}})=-\mathbf{U} \overline{\mathbf{R}}(\mathbf{x}, \dot{\mathbf{x}}) \tag{6}
\end{equation*}
$$

since the integral of the convective fluxes $\mathbf{F}(U)$ around a closed control volume must be zero for constant $\mathbf{U}$, for any spatially conservative scheme, with $\mathbf{U} \overline{\mathbf{R}}$ referring to the discretization of the second term in the above boundary integral. Dividing through by $\mathbf{U}$, the GCL can be stated, in semi-discrete form as:

$$
\begin{equation*}
\frac{\partial V}{\partial t}-\overline{\mathbf{R}}(\mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t}))=\mathbf{0} \tag{7}
\end{equation*}
$$

There are various ways in which the GCL may be satisfied. One approach [6] consists of adding the difference $\frac{\partial V}{\partial t}-\overline{\mathbf{R}}(\mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t}))$ as a source term to the right-hand side of Eq. (5), thus ensuring that $\mathbf{U}=$ constant is a solution of Eq. (5), even in cases where Eq. (7) is not satisfied. Another approach consists of rewriting Eq. (5) as:

$$
\begin{equation*}
V \frac{\partial \mathbf{U}}{\partial t}+\mathbf{U} \frac{\partial V}{\partial t}+\mathbf{R}(\mathbf{U}, \mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t}))+\mathbf{S}(\mathbf{U}, \mathbf{x}(\mathbf{t}))=\mathbf{0} \tag{8}
\end{equation*}
$$

and then evaluating the volume derivative as

$$
\begin{equation*}
\frac{\partial V}{\partial t}=\overline{\mathbf{R}}(\mathbf{x}(\mathbf{t}), \dot{\mathbf{x}}(\mathbf{t})) \tag{9}
\end{equation*}
$$

which automatically satisfies the GCL. However, as discussed in [22], this approach is not strictly conservative. While these approaches have been used in various structured grid calculations, the temporal accuracy of these schemes has not been addressed.

For dynamic unstructured meshes, fully conservative GCL compliant schemes are generally constructed after the integration of Eq. (5) in time. For example, for inviscid flows, using a second-order backwards difference scheme (BDF2), Eq. (5) is written as [14]:

$$
\begin{equation*}
\frac{3}{2} V \mathbf{U}^{n+1}-2 V \mathbf{U}^{n}+\frac{1}{2} V \mathbf{U}^{n-1}=-\Delta t \sum_{k=1}^{K_{f}} \alpha_{k} \mathbf{R}\left(\mathbf{U}^{n+1}, \mathbf{x}^{k}, \dot{\mathbf{x}}^{k}\right) \tag{10}
\end{equation*}
$$

The evaluation of $\mathbf{U}^{n+1}=\mathbf{U}\left(t^{n+1}\right)$ on the right hand side of Eq. (10) along with the condition $\sum_{k=1}^{K_{f}} \alpha_{k}=1$ ensures this scheme recovers the standard backwards difference scheme in the absence of mesh motion. However, the apparent ambiguity of where to evaluate the grid coordinates and velocities in time is used as a degree of freedom in order to satisfy the GCL condition:

$$
\begin{equation*}
\frac{3}{2} V^{n+1}-2 V^{n}+\frac{1}{2} V^{n-1}=\Delta t \sum_{k=1}^{K_{f}} \alpha_{k} \overline{\mathbf{R}}\left(\mathbf{x}^{k}, \dot{\mathbf{x}}^{k}\right) . \tag{11}
\end{equation*}
$$

Because the left-hand side of Eq. (11) can be calculated exactly, since the grid point positions (and thus $V(t)$ ) are known exactly as a function of time, this equation can be used to determine the values $\mathbf{x}^{k}$, and $\dot{\mathbf{x}}^{k}$ which result in the BDF scheme of Eq. (10) satisfying the GCL. A related approach, which is computationally less expensive, consists of using a single residual evaluation with averaged grid metrics and velocities as [12]:

$$
\begin{equation*}
\frac{3}{2} V \mathbf{U}^{n+1}-2 V \mathbf{U}^{n}+\frac{1}{2} V \mathbf{U}^{n-1}=-\Delta t \mathbf{R}\left(\mathbf{U}^{n+1}, \overline{\mathbf{n}}, \overline{\mathbf{n}}\right) \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbf{n}}=\sum_{k=1}^{K_{f}} \alpha_{k} \mathbf{n}\left(\mathbf{x}^{\mathbf{k}}\right), \overline{\mathbf{n}}=\sum_{k=1}^{K_{f}} \alpha_{k} \dot{\mathbf{n}}\left(\mathbf{x}^{\mathbf{k}}, \dot{\mathbf{x}}^{k}\right), \tag{13}
\end{equation*}
$$

using Eq. (11) to determine the values of $\mathbf{n}\left(\mathbf{x}^{\mathbf{k}}\right)$ and $\dot{\mathbf{n}}\left(\mathbf{x}^{\mathbf{k}}, \dot{\mathbf{x}}^{\mathbf{k}}\right)$, which represent the face normals and face normal integrated velocities, which appear explicitly in the ALE residual formulations, and which are functions of the mesh point positions and velocities. It is easily verified that both schemes obey the GCL condition, and both schemes reduce to the standard BDF2 scheme for static meshes. However, to determine the temporal accuracy of these schemes in the presence of dynamic meshes, a full Taylor series expansion in time is required, as described in [5]. The simultaneous requirement of second-order accuracy, and satisfying the GCL, results in the determination of the coefficients $\alpha_{k}$ and the $k$ locations in time ( $t_{k}=t^{n}+\theta_{k} \Delta t, 0<\theta_{k}<1$ ) for evaluating the mesh positions and velocities. However, the extension of this procedure to high-order temporal discretizations represents a difficult task [23].

## 4. GCL and time accuracy

In this work, we take an alternative point of view for deriving high-order time-accurate GCL compliant schemes. Of interest is to better understand the role of the GCL in determining the time accuracy of a scheme, since in the above approaches, both GCL and time-accuracy requirements are considered concurrently. We begin by examining the issue of time accuracy alone, returning subsequently to the incorporation of a GCL condition. Our starting point is the semi-discretized equation (5), which was obtained by discretizing the governing equations in space. This represents a system of coupled ordinary differential equations which must be integrated in time. The time accuracy of ODE integrators is well understood, and has been used to devise accurate methods for time-dependent flows on static meshes in previous work. It is worth noting at this stage, that the standard form for a system of ODEs is often written as:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{y}}{\mathrm{~d} t}=\mathbf{f}(\mathbf{y}, t), \tag{14}
\end{equation*}
$$

where $\mathbf{y}(t)$ represents the solution vector. For static mesh problems, Eq. (5) reduces to

$$
\begin{equation*}
V \frac{\partial}{\partial t}(\mathbf{U})+R(\mathbf{U})+S(\mathbf{U})=0 \tag{15}
\end{equation*}
$$

which dividing through by $V$, which is now a constant, can be seen to correspond to a system of ODEs of the homogeneous form:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{y}}{\mathrm{~d} t}=\mathbf{f}(\mathbf{y}) \tag{16}
\end{equation*}
$$

resulting in straightforward application of ODE integrators to the semi-discrete equations. However, for dynamic mesh problems, Eq. (5) must be re-written in a form analogous to (14) prior to the application of ODE integration schemes. This can be achieved by first noticing that the dependent variable in (5) is no longer $\mathbf{U}$, but $V \mathbf{U}$. Consequently, Eq. (5) is re-written as:

$$
\begin{equation*}
\frac{\partial}{\partial t}(V \mathbf{U})=-\mathbf{R}(V \mathbf{U}, V, \mathbf{x}(t), \dot{\mathbf{x}}(t), \overrightarrow{\mathbf{n}}(t))-\mathbf{S}(V \mathbf{U}, V, \mathbf{x}(t), \overrightarrow{\mathbf{n}}(t)) \tag{17}
\end{equation*}
$$

Furthermore, since the volume $V$ is computed using the grid point coordinates, we have $V=V(\mathbf{x}(t))$, and the $V$ arguments in the right-hand-side operators may be omitted, since their dependence is reflected in the argument $\mathbf{x}(t)$ of these operators. Additionally, the grid velocities appear only as integrals along face normals, so that we may define the integrated face velocities as $\dot{\mathbf{n}}(t)=\mathbf{x} \cdot \vec{n}$, finally leading to the form:

$$
\begin{equation*}
\frac{\partial}{\partial t}(V \mathbf{U})=-\mathbf{R}(V \mathbf{U}, \mathbf{x}(t), \dot{\mathbf{n}}(t))-\mathbf{S}(V \mathbf{U}, \mathbf{x}(t)) \tag{18}
\end{equation*}
$$

Thus, if the grid point positions and velocities are known functions of time, the above may be written as

$$
\begin{equation*}
\frac{\partial}{\partial t}(V \mathbf{U})=-\mathbf{R}(V \mathbf{U}, t)-\mathbf{S}(V \mathbf{U}, t)=\mathbf{Q}(V \mathbf{U}, t) \tag{19}
\end{equation*}
$$

which is of the form of Eq. (14). Applying any ODE time-integration scheme to Eq. (19), the design temporal accuracy of the scheme must be recovered, provided the right-hand side of Eq. (19) is a sufficiently smooth function of time (and of $V \mathbf{U}$ ), the degree of which depends on the particular ODE integration scheme. Furthermore, there is no ambiguity as to where the grid coordinates and velocities should be evaluated. These are dictated by the chosen ODE integration scheme, and if these are evaluated elsewhere, design accuracy cannot be guaranteed. For example, the general form for a $k$-step backwards difference scheme applied to Eq. (19) can be written as:

$$
\begin{equation*}
(V \mathbf{U})^{n+1}-\sum_{i=0}^{k-1} \alpha_{i}(V \mathbf{U})^{n-i}=\Delta t \beta_{k} \mathbf{Q}\left((V \mathbf{U})^{n+1}, t^{n+1}\right) \tag{20}
\end{equation*}
$$

Thus, for a backwards-difference (BDF) scheme, the grid coordinates and velocities in the residual should only be evaluated at the new time step location $n+1$. The second-order accurate (BDF2) scheme, which will be used in the subsequent numerical examples, is obtained by setting $k=2$ and using the coefficients $\alpha_{0}=-\frac{4}{3}$, $\alpha_{1}=\frac{1}{3}, \beta_{2}=\frac{2}{3}$.

The general form for an $s$-stage implicit Runge-Kutta scheme applied to Eq. (19) is given as:

$$
\begin{align*}
& (V \mathbf{U})^{k}=(V \mathbf{U})^{n}+\Delta t \sum_{j=1}^{s} a_{k j} \mathbf{Q}\left((V \mathbf{U})^{j}, t_{n}+c_{j} \Delta t\right), \quad k=1, \ldots, s  \tag{21}\\
& (V \mathbf{U})^{n+1}=(V \mathbf{U})^{n}+\Delta t \sum_{j=1}^{s} b_{j} \mathbf{Q}\left((V \mathbf{U})^{j}, t_{n}+c_{j} \Delta t\right), \tag{22}
\end{align*}
$$

where the $n$ and $n+1$ superscripts on the dependent variable refer to the values at the beginning and end of the current time step, and the $k$ and $j$ superscripts refer to stage values computed by the Runge-Kutta scheme within the current time-step. Once again, it is clear from Eq. (21) that the grid coordinates and velocities are to be evaluated at the locations in time defined precisely by the $c_{j}$ coefficients of the Runge-Kutta scheme itself. In the following examples, we will concentrate on the Explicit first-stage, Single diagonal coefficient, Diagonally Implicit class of RK schemes (ESDIRK). The coefficients for the considered schemes can be represented by the Butcher tableau [3], where the numerical values of the coefficients for the scheme used in this work are given in Appendix. These schemes are characterized by a lower triangular form of the coefficient table, thus resulting in a single implicit solve at each individual stage. The $c_{k}=\sum_{j=1}^{k} a_{k j}, k=1, \ldots, s$ coefficients denote the corresponding point in time for each individual stage, which fixes the evaluation of grid coordinates and velocities. The first stage is explicit ( $a_{1 j}=0$ ), and the last stage coefficients are such that $a_{k j}=b_{j}$, $j=1, \ldots, s$, which omits the requirement of evaluating Eq. (22), since the value of $(V \mathbf{U})^{n+1}$ at the new time step is given by the last stage value $(V \mathbf{U})^{k=s}$. These properties ensure that the first and last stage values are identical
to the time-integrated solution values in the RK scheme (i.e., avoiding the requirement of making any distinction between the estimated stage value and the final solution value at these points in time) which is consistent with the fact that the function $V(t)$ is single valued in time, thus simplifying our subsequent consideration of the GCL (see Table 1).

As an illustrative example, we consider a one-dimensional inviscid compressible flow problem, namely Sod's shock-tube problem with the conditions:

$$
\begin{align*}
& \rho=1, \quad p=10^{5}, \quad u=0, \quad-L \leqslant x<0 \\
& \rho=0.125, \quad p=10^{4}, \quad u=0, \quad 0 \leqslant x \leqslant L \tag{23}
\end{align*}
$$

where $\rho, p, u$ represent fluid density, pressure and velocity, respectively, and $L=10$. The computational domain contains 1001 grid points. A dynamically deforming mesh is obtained by forcing the grid points in the region $-L / 3<x<L / 3$ to oscillate about their mean (equispaced) position according to:

$$
\begin{equation*}
\Delta x(t)=A(x) \sin (f t) \tag{24}
\end{equation*}
$$

where $\Delta x(t)$ represents the deviation from the initial equispaced grid point locations. The frequency is taken as $f=900 \pi$ and the amplitude $A(x)$ is prescribed as a sin function which vanishes at $-L / 3$ and at $L / 3$. This smooth variation in the amplitude, and the vanishing motion near the boundaries is used to avoid possible boundary effects on the subsequent accuracy study. The shock-tube problem is solved on this dynamically deforming mesh using a second-order backwards differencing scheme BDF2, and a six stage, fourth-order accurate implicit ESDIRK Runge-Kutta scheme, IRK64, which has been previously employed for static mesh simulations [2,9] (see Appendix for complete description of scheme coefficients). A typical solution, in terms of the density profile at $t=0.01$, is shown in Fig. 1. In both cases, the exact analytical values for the mesh point positions and velocities are used in the time-integration procedure. We denote this approach as Scheme A, for both the BDF2 and IRK64 cases. Fig. 2 depicts the error as a function of time-step size, for the solution integrated from $t=0$ to $t=0.01$. The error is defined as the L2 norm of the difference of all the conservative flow variables at all grid points between the current solution and a reference solution, which is obtained using the IRK64 scheme with a very fine time step of $6.25 \times 10^{-7}$ (i.e., 10 times smaller than the smallest time step used in the tested cases). The slope of the error curves in $\log -\log$ format is 1.9 for the BDF2 scheme, and 3.5 for the IRK64 scheme, which is close to design accuracy for both schemes.

It is easily verified, either analytically or numerically, that the GCL is not satisfied by Scheme A, which employs exact analytical values of the grid coordinates and velocities, using either the BDF2 or IRK64 time integrators. This example demonstrates the fact that the GCL is not a necessary condition for achieving design accuracy of a particular time-integration scheme, as was previously shown in [5].

On the other hand, it is a relatively simple task to construct a BDF scheme or IRK scheme which obeys the GCL. Consider the following scheme, denoted as Scheme B, and derived following the procedure described in [19], for IRK integrators. For each Runge-Kutta stage (or quadrature point) $k$, we define the average interface velocity and normal as:

$$
\begin{equation*}
\dot{\mathbf{x}}^{\frac{n+k}{2}}=\frac{\mathbf{x}^{\mathbf{k}}-\mathbf{x}^{\mathbf{n}}}{c_{k} \Delta t}, \quad \frac{\mathbf{n}^{n+k}}{}=\frac{1}{2}\left(\overrightarrow{\mathbf{n}}^{n}+\overrightarrow{\mathbf{n}}^{k}\right) \tag{25}
\end{equation*}
$$

and perform stage updates as:

Table 1
Butcher tableau for the ESDIRK class of RK schemes with number of stages, $s=6$

| $c_{1}=0$ | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $c_{2}$ | $a_{21}$ | $a_{66}$ | 0 | 0 | 0 |
| $c_{3}$ | $a_{31}$ | $a_{32}$ | $a_{66}$ | 0 |  |
| $c_{4}$ | $a_{41}$ | $a_{42}$ | $a_{43}$ | 0 | 0 |
| $c_{5}$ | $a_{51}$ | $a_{52}$ | $b_{3}$ | $a_{66}$ | $a_{54}$ |
| $c_{6}=1$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $b_{5}$ |
| $\mathbf{w}^{n+1}$ | $b_{1}$ | $b_{4}$ | 0 |  |  |



Fig. 1. Density distribution at $t=0.01$. Shock tube - Reimann problem.


Fig. 2. Comparison of various BDF2 and IRK64 schemes for one-dimensional shock tube - Reimann problem.

$$
\begin{equation*}
(V \mathbf{U})^{k}=(V \mathbf{U})^{n}-\Delta t \sum_{j=1}^{k} \alpha_{k j} \mathbf{R}\left(\mathbf{U}^{k}, V^{k}, \dot{\mathbf{x}}^{\frac{n+k}{2}}, \overrightarrow{\mathbf{n}}^{n+k} 2\right), \quad k=1, \ldots, s \tag{26}
\end{equation*}
$$

where the viscous flux operator $\mathbf{S}(\mathbf{U}, \mathbf{x}(t))$ has been dropped for this inviscid flow test case. This scheme satisfies the GCL at each Runge-Kutta stage. However, the error plot for this scheme applied to the dynamic mesh shock-tube problem results in curves with a final slope of 1.9, as shown in Fig. 2, which is far removed from the fourth-order design accuracy of the underlying IRK scheme.

An alternate Runge-Kutta-based GCL satisfying scheme, denoted as Scheme C is constructed by using the single values

$$
\begin{equation*}
\dot{\mathbf{x}}=\frac{\mathbf{x}^{n+1}-\mathbf{x}^{n}}{\Delta t}, \quad \overrightarrow{\mathbf{n}}=\frac{1}{2}\left(\overrightarrow{\mathbf{n}}^{n}+\overrightarrow{\mathbf{n}}^{n+1}\right) \tag{27}
\end{equation*}
$$

for grid face velocities and normals, which are used at each Runge-Kutta stage, while redefining the volume at each stage as:

$$
\begin{equation*}
V^{k}=V^{n}+c_{k}\left(V^{n+1}-V^{n}\right) \tag{28}
\end{equation*}
$$

The achieved temporal accuracy of this scheme for the shock-tube problem is again seen to fall below design accuracy, from the error curves in Fig. 2. Because both of these schemes are designed to satisfy the GCL, and both schemes revert to the standard IRK64 scheme for static meshes, these examples illustrate that the GCL is not a sufficient condition for recovering the design accuracy of the underlying static grid time-integration scheme, when applied to dynamic mesh problems, as was also shown in [5].

There are various reasons to explain why these schemes do not recover design accuracy on dynamic meshes. For scheme B, the fact that the grid coordinates (normal vectors) are not evaluated precisely at the quadrature points of the RK scheme is sufficient to corrupt the temporal accuracy of the scheme. However, the evaluation of the grid velocities as averages between initial and stage values is also questionable, as the function $\dot{\mathbf{x}}(t)$, and thus the entire right-hand side of Eq. (20) is no longer a differentiable function of time, as is required in the Runge-Kutta theory $[3,13]$.

The question thus becomes how to construct a Runge-Kutta scheme which evaluates the terms $\mathbf{x}(t)$ and $\dot{\mathbf{x}}(t)$ at the specified quadrature points, and which at the same time obeys the GCL. Our initial example, where the grid coordinates and velocities are prescribed functions of time, is somewhat unrealistic, in that analytic expressions for these quantities are seldom available. However, the grid-point coordinates are usually available as a function of time, particularly if the grid deformation is governed by the solution of a set of partial differential equations (Poisson equation, linear elasticity) as is often the case [1,17,23]. On the other hand, the grid velocities are seldom available as a function of time, and are most often obtained by finite differencing the grid point coordinate function. The approximation of the grid velocities, evaluated at the RK quadrature points, provides the added degree of freedom necessary to devise an RK scheme which also obeys the GCL. In the following scheme, denoted as Scheme D, we assume that the grid point coordinates are known functions of time, and that all quantities are evaluated at the quadrature points. Each stage of the Runge-Kutta scheme is given as:

$$
\begin{equation*}
(V \mathbf{U})^{k}=(V \mathbf{U})^{n}-\Delta t \sum_{j=1}^{k} \alpha_{k j} \mathbf{R}\left(\mathbf{U}^{j}, \mathbf{x}^{j}, \dot{\mathbf{n}}^{j}\right) \quad k=1, \ldots, s \tag{29}
\end{equation*}
$$

with the corresponding values: $\mathbf{x}^{j}=\mathbf{x}\left(t+c_{j} \Delta t\right)$, and $\dot{\mathbf{n}}^{\mathbf{j}}=\dot{\mathbf{x}}\left(t+c_{j} \Delta t\right) \cdot \overrightarrow{\mathbf{n}}\left(t+c_{j} \Delta t\right)$, with the values of the $c_{j}$ being given by the RK scheme. While the grid point coordinates may be evaluated directly at these locations in time, the face integrated velocities $\dot{\mathbf{n}}$ must be estimated. These estimates are constructed such that the GCL is satisfied. Setting $\mathbf{U}=$ constant in Eq. (29), we obtain the GCL condition at each RK stage as:

$$
\begin{equation*}
V^{k}-V^{n}=\Delta t \sum_{j=1}^{k} \alpha_{k j} \overline{\mathbf{R}}\left(\dot{\mathbf{n}}^{j}\right) \quad k=1, \ldots, s \tag{30}
\end{equation*}
$$

The $\overline{\mathbf{R}}$ operator corresponds to a discrete surface integral, which is obtained as a summation over individual control volume faces:

$$
\begin{equation*}
\overline{\mathbf{R}}\left(\dot{\mathbf{n}}^{j}\right)=\sum_{E=1}^{\text {Faces }} \dot{\mathbf{n}}_{E}^{j} . \tag{31}
\end{equation*}
$$

Because the volume computation can also be formulated as a sum over control volume faces, we may require Eq. (30) to hold at each individual control volume face of the discrete integral:

$$
\begin{equation*}
\left(V^{k}-V^{n}\right)_{E}=\Delta t \sum_{j=1}^{k} \alpha_{k j} \dot{\mathbf{n}}_{E}^{j} \quad k=1, \ldots, s \tag{32}
\end{equation*}
$$

where $\left(V^{k}-V^{n}\right)_{E}$ denotes the volume swept by an individual control volume boundary face, which is associated with a mesh edge for vertex-based finite-volume discretizations, and $\dot{\mathbf{n}}_{E}^{j}$ represents the unknown value of the face integrated grid velocity at the $j$ th RK stage. Because the grid coordinates (and thus control volumes values) are known functions of time, the left hand-side of Eq. (32) can be evaluated exactly, and the $\dot{\mathbf{n}}_{E}^{j}$ unknowns can thus be obtained by solving the system (given here for a four stage RK scheme):

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{33}\\
\alpha_{21} & \alpha_{22} & 0 & 0 \\
\alpha_{31} & \alpha_{32} & \alpha_{33} & 0 \\
\alpha_{41} & \alpha_{42} & \alpha_{43} & \alpha_{44}
\end{array}\right)\left\{\begin{array}{c}
\dot{\mathbf{n}}_{E}^{1} \\
\dot{\mathbf{n}}_{E}^{2} \\
\dot{\mathbf{n}}_{E}^{3} \\
\dot{\mathbf{n}}_{E}^{4}
\end{array}\right\}=\frac{1}{\Delta t}\left\{\begin{array}{c}
\Delta t \dot{\mathbf{n}}_{E}^{(1)} \\
V^{2}-V^{n} \\
V^{3}-V^{n} \\
V^{4}-V^{n}
\end{array}\right\}
$$

where the explicit first stage $\alpha_{11}=0$ (cf. Table 1) corresponds to equating $\dot{\mathbf{n}}_{E}^{1}$ with the value determined at the end of the previous time step. Because the IRK64 scheme is an SDIRK (single coefficient diagonally implicit RK) scheme, the matrix of $a_{k j}$ coefficients is of lower triangular form, and Eq. (33) is easily solved by forward substitution.

This scheme is used to solve the shock-tube problem and the error convergence curve is plotted in Fig. 2, using a reference solution obtained with the same scheme with a smaller time step of $6.25 \times 10^{-7}$. The slope of the error curve is nearly identical to that obtained with the analytical values of grid coordinates and velocities, and is close to the design accuracy of the scheme. We have thus demonstrated a scheme which is both GCL compliant, and fourth-order accurate in time.

It should be noted that in all cases, the error is measured as the difference between the computed solution and a reference solution, where the reference solution is obtained using the same corresponding scheme with a much smaller time step. Because we are only considering time accuracy, and excluding spatial accuracy effects, the possibility that the various schemes may not converge to the same solution as $\Delta t \rightarrow 0$ (due for example to conservation errors), makes it important to use the corresponding scheme for the reference solution for timeaccuracy studies. Fig. 3 illustrates details of the differences in the shock-tube density profile for Schemes A and D using the same time step $\Delta t=0.0002$. While the profile is smooth for Scheme D , oscillations are present in the density profile computed by Scheme A. These errors are attributed to the lack of conservation due to the violation of the GCL in this scheme, and their behavior is consistent with the statement that the GCL is necessary and sufficient for non-linear stability [4]. These oscillations have been found to decrease with smaller time steps, however, it has not been determined whether the two schemes converge to the same solution in the limit of small time steps.

Although the numerical evidence demonstrates approximate design accuracy for Scheme D, in this particular case, a complete error analysis would be required to prove the formal order of accuracy of this scheme. A simpler approach is to examine the conditions under which the scheme is known to deliver design accuracy. Consider the case, where the volume swept by an edge $V_{E}(t)$ can be expressed as a fourth-order polynomial in time $p_{4}(t)$. Thus, we have


Fig. 3. Details of density distribution for non GCL compliant IRK64 Scheme A and GCL compliant IRK64 Scheme D at $t=0.01$ for one-dimensional shock tube - Reimann problem using $\Delta t=0.0002$.

$$
\begin{equation*}
\frac{\partial V_{E}}{\partial t}=\dot{\mathbf{n}}_{\mathbf{E}}=p_{3}(t) \tag{34}
\end{equation*}
$$

where $p_{3}(t)$ denotes a third-order polynomial in time. In two dimensions, this would be the case, for example, if the grid coordinates are given as $\mathbf{x}(t)=p_{2}(t)$, i.e., a second-order polynomial in time. Use of the exact (analytic) values of the grid coordinates and the grid face-averaged velocities in the Runge-Kutta scheme will result in design accuracy, as demonstrated by Scheme A previously. Additionally, because the IRK 64 scheme integrates a third-order polynomial exactly, Eq. (32) is automatically satisfied, and the approximate $\dot{\mathbf{n}}_{E}$ values derived from equation (33) coincide with the exact values. Thus, for $V(t)=p_{4}(t)$, Schemes A and D are equivalent, and both achieve design accuracy and obey the GCL simultaneously.

If the function $\mathbf{x}(t)$ is such that the resulting $V(t)$ is not four times differentiable, then the GCL will be respected, as long as Eq. (32) is satisfied, but design accuracy will be lost, since the resulting function $\mathbf{R}(\mathbf{U}, \mathbf{x}, \dot{\mathbf{n}})$ will not meet the smoothness requirements of the RK scheme. For problems where the mesh motion is governed by a set of partial differential equations, achieving high temporal accuracy requires a smooth $\mathbf{x}(t)$ variation, which implies the specification of a smooth boundary motion in time, and convergence of the mesh motion equations at each step to a suitable tolerance, which can be assumed to be of the same order as the convergence tolerance used for the implicit flow solver at each Runge-Kutta stage. The common practice of only partially converging the mesh motion equations in order to reduce computational costs, under the assumption that a valid mesh with positive cell volumes is all that is required at each time step, may thus result in the loss of higher-order temporal accuracy.

On the other hand, if the mesh motion $\mathbf{x}(t)$ is such that the resulting volume $V(t)$ is a higher-order polynomial in time (higher than order 4), or any four times differentiable non-polynomial function, the use of analytical values for $\dot{\mathbf{n}}_{E}$ will not satisfy the GCL, as equation (32) will not be satisfied in general. However, Eq. (32) or (33) may be viewed as a third-order polynomial interpolation for $\dot{\mathbf{n}}_{E}$ within a given time step, since it is exact for $\dot{\mathbf{n}}_{E}=p_{3}(t)$. Therefore, for smooth enough $\mathbf{x}(t)$ and $V(t)$, we may write:

$$
\begin{equation*}
\left.\dot{\mathbf{n}}_{E}\right|_{\text {approx }}(t)=\dot{\mathbf{n}}_{E}(t)+\mathrm{O}(\Delta t)^{4}, \tag{35}
\end{equation*}
$$

where $\left.\dot{\mathbf{n}}_{E}\right|_{\text {approx }}(t)$ represents the approximations of the exact $\dot{\mathbf{n}}_{E}(t)$ obtained through Eq. (33), and our GCL compliant RK scheme is obtained by replacing the original ODE (cf. Eq. (18)) by the following ODE:

$$
\begin{equation*}
\frac{\partial}{\partial t}(V \mathbf{U})=-\mathbf{R}\left(V \mathbf{U}, \mathbf{x}(t), \dot{\mathbf{n}}(t)-\mathrm{O}(\Delta t)^{4}\right)-\mathbf{S}(V \mathbf{U}, \mathbf{x}(t)) \tag{36}
\end{equation*}
$$

where $\mathbf{x}(t)$ and $\dot{\mathbf{n}} t)$ denote exact values. This equation is then integrated in time in the standard manner using the RK scheme. The remaining assumption, stated without proof, is that the differences between the solutions of the original and modified ODEs are of the same order as the temporal error of the RK scheme, thus preserving the design accuracy of the RK scheme while respecting the GCL. This also implies that the conservation errors introduced by the violation of the GCL when using the exact analytic values of $\mathbf{x}(t)$ and $\dot{\mathbf{n}}(t)$ are also of order $\mathrm{O}(\Delta t)^{4}$.

## 5. Remaining considerations

The above one-dimensional example has proven useful in studying the effect of the GCL on time accuracy and in devising a time-accurate implicit Runge-Kutta scheme which respects the GCL. In this section, we discuss the extension of these ideas to backwards-difference schemes, to multiple dimensions, and to viscous flows.

The derivation of a GCL compliant BDF scheme can be constructed in a similar fashion as discussed for IRK schemes. For a BDF scheme, all grid coordinates and face-averaged normal velocities should be evaluated at the $n+1$ time level, as dictated by Eq. (20). Setting $\mathbf{U}=$ constant, we obtain the discrete GCL condition:

$$
\begin{equation*}
V^{n+1}-\sum_{i=0}^{k-1} \alpha_{i} V^{n-i}=\Delta t \beta_{k} \sum_{E=1}^{\text {Faces }} \dot{\mathbf{n}}_{E}^{n+1} . \tag{37}
\end{equation*}
$$

The left-hand-side, which can be computed exactly, may also be written as a linear combination of the incremental changes in volume between the various time levels, which themselves may be decomposed into the elemental volumes swept by each control volume boundary face between time levels. The equality is then required to hold for each moving control volume boundary face, leading to:

$$
\begin{equation*}
\dot{\mathbf{n}}_{E}^{n+1}=\frac{1}{\Delta t} \sum_{i=1}^{k} \gamma_{i} \Delta V_{E}^{i}, \tag{38}
\end{equation*}
$$

where $\Delta V_{E}^{i}=V_{E}^{i+1}-V_{E}^{i}$, represents the volume swept by the boundary face $E$ between the two time levels $i$ and $i+1$, and the $\gamma_{i}$ coefficients are determined such that:

$$
\begin{equation*}
\sum_{i=1}^{k} \gamma_{i} \Delta V_{E}^{i}=\frac{1}{\beta_{k}}\left(V^{n+1}-\sum_{i=0}^{k-1} \alpha_{i} V^{n-i}\right) \tag{39}
\end{equation*}
$$

For a BDF2 scheme (i.e., $\alpha_{0}=-\frac{4}{3}, \alpha_{1}=\frac{1}{3}, \beta_{2}=\frac{2}{3}$ ) this yields the coefficients ( $\gamma_{1}=-\frac{1}{2}, \gamma_{2}=\frac{3}{2}$ ). This method is applicable to any BDF scheme (BDF2, BDF3). In Fig. 2, the error curve for the one-dimensional dynamic mesh shock tube problem described above is shown, using a BDF2 scheme, which satisfies the GCL in the above manner, denoted as Scheme D. The figure reveals a slope for the error curve of 1.9, demonstrating design accuracy for this scheme.

A key feature of our GCL formulation, is the ability to compute the volume swept by a control volume boundary face exactly, as given by the right-hand sides of Eq. (33) for the Runge-Kutta schemes and Eq. (38) for the BDF scheme, given the function $\mathbf{x}(t)$. In one-dimension, this computation is trivial, as the control volume consists of a linear segment, and the control volume "faces" correspond to the two end-points of the segment. The volume swept by these faces is thus simply equal to the displacement of the end-points.

In two-dimensions, the control-volume boundary faces constitute straight-line segments. In the case of constant grid velocities (or at least constant velocity directions), the volume swept by these moving edges is equal to the area inside the quadrilateral formed by joining the initial and final points of the edge extremities, as shown in Fig. 4. This area can be computed exactly using a trapezoidal integration rule. While this integration is not exact for arbitrary grid velocities (time varying velocity directions), it is sufficient to yield the exact change in total control volume area when the contribution from all edges of a control volume are summed together, since the change in the control volume areas depend only on the initial and final states of the grid point coordinates. This is sufficient for the purposes of satisfying the GCL.

Likewise, in three-dimensions, the exact computation of the volume swept by a control-volume boundary face, under the assumption of constant grid velocities, is sufficient to yield the exact change in the control volume regardless of the actual variation of the grid velocities in time. For cell centered schemes on tetrahedra, control volume boundary faces consist of planar triangular elements, while on vertex-centered tetrahedral schemes, these consist of composite triangular faces associated with a mesh edge. In both cases, it is sufficient to consider the volume swept by a triangular face as its vertices move with a constant velocity between two time steps, as depicted in Fig. 5. The resulting space-time element constitutes a prismatic element, for which the quadrilateral faces are not necessarily planar, due to the different velocity vectors at the three vertices. (In fact, the volume of the prismatic element could even be negative). As pointed out in [14], a two-point integration rule (in time) is required to evaluate these volumes exactly. However, in this case, this is only used to compute the swept face volume, which is then used on the right-hand sides of Eqs. (33) and (38), rather than for directly evaluating grid coordinates and velocities as in [14]. For the BDF2 scheme described above, the face integrated velocities $\dot{\mathbf{n}}_{\mathrm{E}}$ reduce to the same expressions derived in Scheme A of [5], although the overall schemes are not identical, since as stated above, the other grid metrics (in the convective terms) are not evaluated in the same manner.

Currently, the discussion has centered on the inviscid flow equations. For viscous flows, since the viscous fluxes vanish in the case of uniform flow, the GCL will automatically be satisfied, provided the underlying inviscid flow solver satisfies the GCL. However, the time accuracy of the scheme may be compromised if the viscous flux terms are not evaluated appropriately in time [11]. Since these terms do not depend on the grid velocities, and since the grid coordinates are known functions of time, we have:


Fig. 4. Area swept by moving two dimensional control-volume boundary face.


Fig. 5. Volume swept by moving three dimensional control-volume boundary face.

$$
\begin{equation*}
\mathbf{S}(V \mathbf{U}, \mathbf{x}(t))=\mathbf{S}(V \mathbf{U}, t) \tag{40}
\end{equation*}
$$

and the viscous fluxes must therefore be evaluated at the locations in time determined by the specific ODE integration scheme, i.e., $\mathbf{S}\left(V \mathbf{U}^{n+1}, t^{n+1}\right)$ for BDF schemes, and at the stage value locations (or quadrature points) given by $t_{j}=t^{n}+c_{j} \Delta t$ for the Runge-Kutta schemes. This approach is consistent with the formulation for the viscous terms given in [5], and with the findings in [11], where the evaluation of viscous terms at the old time step $t^{n}$ were demonstrated to result in lower time accuracy, while it is at odds with the evaluation of the grid metrics at the mid-point $t^{n+\frac{1}{2}}=\frac{1}{2}\left(t^{n}+t^{n+1}\right)$ advocated in [11] for the viscous terms.

## 6. Multi-dimensional results

In the following examples, the second-order accurate backwards difference (BDF2) scheme and fourthorder six-stage ESDIRK Runge-Kutta (IRK64) scheme, which were derived above to be GCL compliant (i.e., Schemes D), are demonstrated on a two-dimensional and a three-dimensional dynamic mesh inviscid flow problem.

In two dimensions, we consider the inviscid transonic flow over a pitching NACA0012 airfoil about its quarter-chord point, with the airfoil incidence prescribed as a sinusoidal function of time, with a mean incidence of 0.016 , and an amplitude of $2.51^{\circ}$. The freestream Mach number for this case is 0.755 , and the
reduced frequency of the periodic airfoil motion is $\frac{f c}{U}=0.1628$, where $f$ is the frequency of oscillation, $c$ is the airfoil chord, and $U$ is the freestream flow velocity. The two-dimensional unstructured mesh used for this case is depicted in Fig. 6. This mesh contains a total of 4379 vertices. At each time step, the outer boundary of the mesh is held fixed, while the airfoil surface mesh points are constrained to follow the airfoil motion. The location of the interior mesh points is then computed at each time-step (or IRK stage) by solving a set of partial-differential equations derived using a spring analogy (whereby each mesh edge is modeled as a non-linear spring) subject to these boundary conditions [23]. Both the mesh motion equations, and the flow equations are converged to machine precision at each stage of the RK scheme, and at each time step of the BDF scheme, in order to ensure smooth variations of the mesh coordinates as a function of time, and to avoid contamination of the temporal error with algebraic error. Fig. 7 depicts the lift coefficient as a function of angle of attack for this periodic motion, calculated using 8 and 64 time-steps per period using the BDF2 and the IRK64 GCL compliant schemes. The accuracy of the IRK64 scheme using only 8 time steps per period is seen to be close to that achieved by the BDF2 scheme using 64 time steps per period, and is


Fig. 6. Unstructured mesh employed for two-dimensional pitching NACA0012 airfoil case. Number of vertices $=4379$.


Fig. 7. Lift coefficient vs. angle of attack for pitching NACA0012 airfoil.
almost indistinguishable from the IRK64 scheme using 64 time steps. Fig. 8 shows the convergence of temporal error with time step refinement for both schemes. The error is measured as the L 2 norm of the difference of all the conservative flow variables between the computed solution integrated from $t=0$ to $t=54$, and that of a highly resolved solution using the IRK64 scheme with a time step of 0.16875 , which corresponds to 256 times steps per period. The slope of the error curves is 1.9 for the BDF2 scheme and 3.5 for the IRK64 scheme.

A three-dimensional inviscid flow test case is constructed by forced twisting of an ONERA M6 wing, at a Mach number of 0.755 , and an incidence of $0.016^{\circ}$. A periodic pitching motion is prescribed at the quarter chord point of the wing tip, with a reduced frequency of 0.1628 and an amplitude of $2.51^{\circ}$. The wing root is held fixed, and a linear variation of the pitching motion is prescribed between the wing tip and root, thus


Fig. 8. Comparison of computed temporal errors for GCL compliant BDF2 and IRK64 schemes for pitching NACA0012 airfoil case at time $t=54$.


Fig. 9. Unstructured tetrahedral mesh for three-dimensional twisting ONERA M6 wing test case.
resulting in a twisting motion. A fully tetrahedral mesh, shown in Fig. 9, is used for this case, containing 53961 vertices. Mesh deformation is computed at each time-step or stage by solving the spring-analogy equations subject to a fixed outer-boundary condition. Both the mesh motion and flow equations are converged to machine precision at each stage or time step, as in the two-dimensional case. The computed lift coefficient versus time is shown in Fig. 10 for the IRK64 scheme, showing good temporal accuracy for the IRK64 scheme using as few as 8 time steps per period. Fig. 11 illustrates the computed temporal error as a function of the time-step for both schemes, at the time $t=54$, using a highly resolved IRK64 solution with a time step of 0.3375 , (corresponding to 128 time steps per period) as the reference solution. The slope of the error curve achieved for the BDF scheme is 2 , while the IRK64 scheme results in an error curve slop of 3.3 . As in the two-dimensional case, the IRK64 scheme generally achieves equivalent accuracy using time steps which are up to an order of magnitude larger than the BDF2 scheme.


Fig. 10. Lift coefficient as a function of tip incidence for twisting ONERA M6 wing case as computed by IRK64 GCL compliant scheme.


Fig. 11. Comparison of temporal errors for GCL compliant BDF2 and IRK64 schemes for three-dimensional twisting ONERA M6 wing case at time $t=54$.

## 7. Conclusions

A general framework for deriving high-order temporal schemes which respect the GCL has been proposed in this work. In contrast to previous work, where the evaluation of grid coordinates and velocities is performed at various locations in time, in order to satisfy the GCL, the current approach evaluates these quantities precisely at the time locations dictated by the ODE time-integration scheme, but employs approximations to the grid face-integrated velocities at these locations in time to satisfy the GCL. It is then demonstrated that design temporal accuracy of the BDF2 and IRK64 schemes is approximately preserved, since the error involved in the grid velocity approximations is of the same order or smaller than the temporal errors of the scheme.

On the other hand, a formal accuracy proof remains to be given. This entails demonstrating that the errors between the solution of the exact system of ODEs and the modified system of ODE's using an approximate grid velocity function are of the same order or less than the temporal errors of the time-integration scheme. This is a non-trivial task for Runge-Kutta schemes, and the possibility of order-reduction at small error tolerances for the RK schemes must also be considered [3].

Nevertheless, the numerical experiments indicate that temporal accuracy close to the design order of the respective schemes is achieved over a range of accuracy levels, and the superior accuracy of the IRK64 scheme over the BDF2 scheme, which has previously been documented for static grid cases, is demonstrated for dynamic grid cases. The IRK64 scheme generally achieves equivalent accuracy using time steps which are up to an order of magnitude larger than the BDF2 scheme. On the other hand, the IRK64 scheme requires more implicit solutions per time step. In previous work, the overall cost per delivered accuracy of these schemes has been studied, indicating that the IRK schemes can be a factor of two to four times more efficient for moderate engineering-type accuracy levels $[2,9]$ on static grids. A similar study remains to be done for dynamic mesh motion cases.

Finally, under the current approach, the extension to viscous flows appears to be straightforward, as discussed in Section 5. Future work will examine the accuracy of these schemes for viscous flow applications on dynamic meshes.
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Appendix. Butcher coefficients for IRK64 scheme

| $c_{1}=0$ | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{4}$ | 4 | 0 | 0 | 0 | 0 |
| $\frac{83}{250}$ | $\frac{8611}{62500}$ | $-\frac{1743}{31250}$ | 4 | 0 | 0 | 0 |
| $\frac{31}{50}$ | $\frac{5012029}{34652500}$ | $-\frac{654441}{2922500}$ | $\frac{174375}{388108}$ | $\frac{1}{4}$ | 0 | 0 |
| $\frac{17}{20}$ | $\frac{15267082809}{15537265600}$ | $-\frac{71443401}{12077400}$ | $\frac{730877875}{02184768}$ | $\frac{2285395}{8079912}$ | $\frac{1}{4}$ | 0 |
| $c_{6}=1$ | $\frac{82889}{524892}$ | 0 | $\frac{15625}{8364}$ | $\frac{69875}{102672}$ | $-\frac{2260}{8211}$ | $\frac{1}{4}$ |
| $c_{6}=1$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $b_{5}$ | $a_{66}$ |
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